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Abstract— Modern system-on-chip (SoC) designs involve inte-
gration of a large number of intellectual property (IP) blocks,
many of which are acquired from untrusted third-party vendors.
An IP containing a security vulnerability—whether inadver-
tent or malicious—may compromise the trustworthiness of the
entire SoC, e.g., by leaking sensitive information or causing
execution failures at key points. Existing functional validation
approaches, post-manufacturing tests, and IP trust verification
techniques are inadequate to accomplish comprehensive system-
level security assurance in the presence of untrusted IPs. In this
paper, we analyze security issues at the SoC level caused by
untrusted IPs. We also propose a novel, resilient SoC security
architecture to ensure trusted SoC operation with untrusted IPs.
QOur architecture realizes fine-grained IP-trust aware security
policies in an efficient security policy checker that enables run-
time monitoring of security issues arising from untrusted IPs.
It also exploits on-chip design-for-debug architecture to ensure
trusted information flow from IP blocks to the security policy
checker. Unlike existing solutions to the untrusted IP problem,
which rely on verification of IP trust before they are integrated
into an SoC, the proposed approach follows a fundamentally
different architecture-level solution based on run-time resilience.
We demonstrate the effectiveness of this framework for system
protection using several illustrative practical use cases. We also
provide experimental results to show that the overhead of the
proposed architecture is modest on representative SoC designs.

Index Terms—Hardware Trojan, untrusted IPs, security
policy, design-for-debug, security wrapper, SoC security, resilient
architecture, Trusted SoC.

I. INTRODUCTION

ITH increasing globalization of the design and fabrica-
Wtion processes, the development of a modern comput-
ing device involves a large number of participants, — often
dispersed geographically — coordinating to create a complex
supply-chain pipeline. Most computing devices are developed
as System-on-Chip (SoC) designs, which are architected by
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integrating pre-designed and pre-verified hardware blocks,
often referred to as “intellectual properties” or “IPs”. Among
the participants in the SoC design supply chain are the IP
vendors and suppliers, the SoC integration house, the foundry,
Original Equipment Manufacturers (OEMs), and product sup-
pliers. Any player in this complex ecosystem can introduce
a security vulnerability in the design, e.g., malicious design
alterations, subversion of critical access control requirements,
etc. The source of a specific security vulnerability may be a
rogue employee, a malicious foundry, or even a hacked or
malicious design automation tool chain. Even in cases where
there is no intended malice, the aggressive time-to-market
requirements and high optimization needs may result in errors
and vulnerabilities inadvertently left into the design, which
can be exploited by a malicious adversary on-field to subvert
system security and trustworthiness. Given this situation, it
is both critical and challenging to ensure that the product
created by this complex ecosystem is trustworthy and free
from security vulnerabilities.

In this paper, we focus on system-level security vulnerabili-
ties in the SoC designs created by integration of untrusted IPs.
These IPs constitute one of the largest vulnerabilities in
the SoC design cycle. In particular, a modern SoC design
typically integrates several hundreds of IPs, most of which
are procured by the SoC integration house from third-party
vendors. It is possible for an IP to contain additional design
logic (often referred to as a hardware or firmware Trojan) that
can make the system fail during critical system operation or
leak sensitive information from the system to an unauthorized
agent. Unfortunately, malicious logic in IP design is difficult to
identify by standard functional validation [1], [2]. In particular,
Trojans are typically designed to be exercised by rare events
under very specific execution corner-cases that are difficult to
excite in a functional validation environment.

Current research on detection and mitigation of hardware
Trojans has primarily focused on trust validation for identi-
fication of malicious logic by exploiting their structural and
activation characteristics, e.g., location of unused circuits and
nets, design points triggered under rare conditions, etc. [3]-[5].
However, such techniques have typically targeted standalone
behavior of an IP block and are difficult to adapt or scale to
Trojans affecting system-level behaviors, influencing other IPs
in the SoC design.

In this paper, we develop a novel architectural solution for
addressing the problem of untrusted IP blocks. Rather than
depending on Trojan characteristics for static verification,
our solution enables development of trustworthy SoC
designs even if some IP components are untrusted. Our
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work targets ‘“system-level Trojans”, i.e., those affecting
the behavior of other IP cores or the interconnect fabric
in the system. We provide a detailed overview of these
Trojans and discuss the inadequacy of existing functional
validation and IP trust assurance approaches for them. Our
work thus provides a mechanism for security assurance
that is complementary to existing approaches that rely
on trust validation. Furthermore, the proposed approach
enables protection against Trojans or other malicious design
vulnerabilities detected on-field, that may have been missed
during functional or security validation. To our knowledge,
our work is the first comprehensive architecture-level solution
for providing protection against system-level Trojan attacks
in SoC designs with untrusted components.

Our architecture is based on a centralized, fine-grained
controller for SoC security policies, together with standardized
IP-trust aware security wrappers for the IPs to collect and
monitor necessary events at run time [6], [7]. We show how
to design and configure the controller and associated wrappers
to provide run-time threat mitigation from untrusted IPs. We
also discuss techniques for mitigating and protecting against
errors or malicious logic inserted in the hardware blocks
implementing the architecture itself. Finally, experiments
are performed to evaluate the overhead introduced by the
architecture. Our results show that the overhead is minimal
for realistic use-case scenarios. More importantly, the results
identify the trade-offs that an SoC integration architect needs
to consider in order to adapt our framework in the context of
an industrial SoC design.

The remainder of the paper is organized as follows.
Section II provides a general overview of SoC security poli-
cies, thereby setting up the context of our work. In Section III,
we briefly summarize an architecture called E-IIPS for imple-
menting security policies, which we use as the foundation
for the work in this paper. Section IV provides a character-
ization of system-level Trojan behaviors and their impact in
SoC designs. Section V describes our proposed security archi-
tecture, Section VI shows its application on illustrative use
cases, and Section VII provides overhead results. We conclude
in Section IX.

II. SECURITY POLICIES

Our work makes use of fine-grained system-level security
policies to protect against Trojans or vulnerabilities in
untrusted IPs. In this section, we start with a general
overview of security policies. In Section V, we will discuss
how to implement fine-grained policies to protect against
untrusted IP behavior.

Traditionally, security policies have been designed to define
control of sensitive data or assets in SoC designs. Such assets
include cryptographic and Digital Right Management (DRM)
keys, premium content, de-featuring bits, configuration
fuses as well as personal end user information, etc., and
are sprinkled across different IP blocks. Following are two
representative examples for a typical SoC.

o Example 1: During boot, data transmitted by the crypto

engine cannot be observed by any IP in the SoC fabric
other than its intended target.
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o Example 2: A secure key container can be updated for
silicon validation but not after production.

Example 1 is a confidentiality requirement while Example 2
is an integrity constraint. The policies provide definitions
of (computable) conditions to be satisfied by the design
for accessing a security asset. Furthermore, these may vary
depending on the state of execution (e.g., boot time, normal
execution, etc.), or position in the development life-cycle
(e.g., manufacturing, production, etc.). Below we summarize
some typical policy classes. It is beyond the scope of this paper
to provide a comprehensive overview of different policies,
or even to discuss any of them in detail. The description
below merely provides a flavor of some existing policies,
and the interested reader is referred to existing extensive
literature [8]-[11] on security policies for more detail.

A. Access Control [12]-[14]

This is the most common class of policies, and specifies
how different agents in an SoC can access an asset at different
points of the execution. Here an “agent” can be a hardware or
software component in any IP. Examples 1 and 2 above are
examples of such policy. Furthermore, access control forms
the basis of many other policies, including information flow,
integrity, and secure boot.

B. Information Flow [15], [16]

Values of secure assets can sometimes be inferred without
direct access, through indirect observation or “snooping” of
intermediate computation or communications of IPs. Informa-
tion flow policies restrict such indirect inference. Following is
an example:

o Key Obliviousness: A low-security IP cannot infer cryp-
tographic keys by snooping only the data from crypto
engine on a low-security NoC.

Information flow policies require highly sophisticated
protection mechanisms and advanced mathematical arguments
for correctness, typically involving hardness or complexity
results from information security. Consequently they are
employed only on critical assets with very high confidentiality
requirements.

C. Liveness [17]

These policies ensure that the system performs its function-
ality without “stagnation” throughout its execution. A typical
liveness policy is that a request for a resource by an IP is
followed by an event response or grant. Deviation from such a
policy can result in system deadlock or livelock, consequently
compromising system availability requirements.

D. Time-of-Check vs. Time of Use (TOCTOU) [10], [18]

This refers to the requirement that any agent accessing
a resource requiring authorization is indeed the agent that
has been authorized. A critical example of TOCTOU is in
firmware update, where the policy requires that firmware
eventually installed on an update is the same one that has
been authenticated.

Typically, most policies relate to integration characteris-
tics of SoC designs, not individual IPs i.e., the underlying

Authorized licensed use limited to: University of Florida. Downloaded on March 14,2020 at 12:32:23 UTC from IEEE Xplore. Restrictions apply.



BASAK et al.: SECURITY ASSURANCE FOR SoC DESIGNS WITH UNTRUSTED IPs

threat model includes external attacks through software and/or
SoC interface with the system, but not malicious internal
hardware/proprietary firmware introduced in the IPs. This
threat model is reasonable for SoC designs involving primarily
in-house rather than third-party IPs. However, the latter is
becoming more widespread, allowing SoC design houses a
simpler plug-and-play approach towards designing SoCs and
thereby helping them realize stricter time-to-market require-
ments with existing resources. With this trend, along with
static trust verification of IP designs, the root of trust and
assumptions based on which security policies are implemented
currently in modern SoC designs need to be revisited and
analyzed carefully.

III. E-ITPS: A PoLICY IMPLEMENTATION ARCHITECTURE

The architecture we consider in this paper is based on a
centralized, policy implementation architecture called E-IIPS,
which we developed in previous work [6], [19], [20]. Note
that the previous work was only concerned with system-level
SoC security policy implementation and did not account for
untrusted IPs. Below we provide a brief description of E-IIPS
architecture, and also point out its limitations in the context of
untrusted IPs. The following sections will explain approaches
to extend E-IIPS for untrusted IPs.

The E-IIPS architecture includes a programmable central
security policy controller (SPC) that keeps track of the sys-
tem security state and enforces the restrictions imposed by
the policies, together with security wrappers for individual
IP blocks that detect security-critical events of interest from
IP operations and communicate them to the SPC. The security
wrappers provide a standardized way for SPC to obtain
IP-specific collaterals while abstracting out the details of
internal implementation of individual IPs. They extend the
existing IP debug/test wrappers for SoC security and can be
inserted by IP providers.

As an example of policy implementation through E-IIPS,
consider a representative policy that prohibits access of first
16 (address-wise) internal registers of IP A by IP B when
A is in the middle of a specific security-critical computation.
To enforce the policy, E-IIPS must know when B attempts to
access particular local registers of A as well as the security
state of the computation being performed by A at that instant.
Considering no intrinsic untrustworthy logic in IPs A and B,
the operation flow in the E-IIPS architecture implementing the
necessary security requirement is shown in Fig. 1. When IP A
starts the particular security-critical computation as indicated
by a status flag, the corresponding security wrapper detects
the event and communicates it with the SPC via a frame.
SPC updates the security state of the SoC and disables accesses
to all registers of A by B through control logic in B’s security
wrapper, as part of this particular policy. If at this point B
attempts to access a register bit (e.g., register 7) in A’s address
space to read a configuration value, the security wrapper of B
detects this event of interest and informs the SPC. The SPC,
determining that the request of B as a violation of the policy,
denies corresponding access and maintains the disabling as it
is, in B’s security wrapper.
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Hypothetical Policy —IP B cannot read 17 16 registers in address
space of IP A, when A is doing a security critical computation
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Fig. 1. Flow of implementation of representative SoC security policy in
E-IIPS architecture, considering internal designs of constituent IP blocks as
trustworthy.

The above example did not assume that any of the IPs
A and B to be intrinsically malicious. However, suppose that
there is indeed a Trojan in B that is triggered only under certain
rare conditions to masquerade a request of the 7/ register
of A and substitute it with a fabricated request of 28" register
in A’s address space. Note that 7 shifted two bits left yields 28
in a 5 or higher bit representation, and hence the required
malicious payload logic is minimal. The fabricated request
line (which is equal to actual request line in most scenarios
and hence undetectable) goes through the security wrapper
logic whereas the line with the actual request is interfacing
with IP A. Observing the requested register address as higher
than 16, SPC grants access to B by lifting the restrictions.
IP B can easily snoop on potential system secrets stored in
7" register of A.

Of course, the Trojan may not be in the core of B but
instead in the wrapper control/detection logic and be activated
under rare system conditions in field to trigger a similar
attack. Even in a scenario when the same IP vendor provides
both the IPs A and B (e.g. two processor cores), a Trojan
could be specifically inserted inside A to leak a secret to a
system component through IP B’s interface under a certain
rare trigger condition. Unfortunately, E-IIPS is not resistant to
such intrinsic untrusted IP based system attacks. This paper
shows how to augment the foundation provided by E-IIPS to
address such attacks.

IV. SYSTEM-LEVEL SECURITY ISSUES CAUSED
BY UNTRUSTED IPs

To develop protection mechanisms for SoC designs with
untrusted IPs potentially containing system-level Trojans,
we need to first understand the operation and effect of such
Trojans. We start with an overview of system-level security
issues caused by untrusted IPs to highlight the distinction
between our work and related work on IP-level hardware
Trojans. Table I lists the key distinctions. For a SoC design, at
an event granularity or behavioral level, Trojans or malicious
logic in an IP can affect the overall system function rather
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Fig. 2. Message diagram level representation of untrustworthy IP being a
security threats.

TABLE I
CURRENT TRENDS IN TROJAN RESEARCH AND SCOPE OF THIS WORK

Existing Research
on Untrusted IP

Scope of the
Proposed Work

Analyze feasibility and
effect of Trojans in ASICs
and processor cores

Analyze effect of IP
level Trojans at the
SoC or system level

Explore static IP trust
verification techniques
for Trojan detection

Run time detection of
potentially suspicious IP
activity affecting system

Run-time methods that

IP-Trust aware security

do not address error
correction or recovery

policies analyze & assert
appropriate security controls

than the IP core itself. For example, a malicious IP may send
spurious communications to other IPs resulting in leakage of
sensitive information, data corruption, or denial-of-service of
the entire system. A critical problem with such system-level
Trojans in an IP A is that their effect can only be observed in
an overall system context — typically as a direct malicious
effect on another IP B — and may remain undiscovered
in standalone functional or IP-trust validation of 4. On the
other hand, due to scalability reasons, system-level validation
(of both functionality and security assurance) with real use-
cases can be exercised only on executions using fabricated
chips [21]. However, aggressive time-to-market requirements
imply a limited window for post-silicon validation before the
product goes on-field, resulting in potential escapes to shipped
systems. The objective of this work is to provide architectural
support for on-field detection (and mitigation) of system-level
Trojan threats.

A. System-Level Trojans vs. IP-Level Trojans

While there is no standard, universally-agreed taxonomy,
industrial SoC integration teams have developed a categoriza-
tion based on analysis of system-usage scenarios and pro-
tection requirements at different phases of system execution.
In particular, an untrustworthy IP can typically affect system-
level behavior through message communications, resource
sharing, and control of operation and data flow. We can
classify malicious behavior either in terms of the kind of
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threat introduced, or in terms of the system-level impact
of the adversary. We can classify the rogue IP threats
into four categories [22]: (1) Interception; (2) Interruption;
(3) Modification; and (4) Fabrication. Correspondingly, in
terms of system-level impact, malicious IPs can be charac-

terized with the following taxonomy.
o Passive Reader: An TP that illegally reads/collects secret

information meant for other IPs.

o Modifier: An IP that maliciously changes communica-
tion/message content between two IPs.

e Diverter: An IP that diverts a message/information
between two IPs to a third IP.

o Masquerader: An IP that poses or disguises itself as some
other component, in order to request service from or

control the operation of other IPs.
Unlike IP-level Trojans, the taxonomies above character-

ize system-level Trojans by impact rather than their design,
implementation, or triggering characteristics. An upshot is
that the taxonomy does not directly translate to a scheme
of statically checking a design for system-level Trojans, and
one must resort to validation of the run-time system behavior
either through dynamic or formal analysis. Also, the cat-
egories are not mutually exclusive, e.g., a passive reader
may also act as a masquerader. Furthermore, as illustrated in
Fig. 2, any adversarial behavior can result in multiple threats,
e.g., a masquerader can cause any of interception, interruption,
or modification.

Below we provide some examples of system-level Trojans
arising from a sample of potentially malicious IPs. While
the descriptions themselves are simplified for pedagogical
reasons, they are inspired by realistic protection/mitigation
strategies developed by security architects in typical industrial
SoC design flows. Note however that they are only meant to be
illustrative samples; an exhaustive overview of the spectrum
of vulnerabilities caused by untrusted IPs is beyond the scope
of this paper.

B. Untrusted Processors

A typical example of a malicious logic in a proces-
sor involves exploiting reserved opcodes. Such a malicious
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TABLE 11
ASSUMPTIONS REGARDING TRUSTWORTHINESS OF COMPONENTS IN PROPOSED METHODOLOGY FOR AN UNTRUSTED IP

1P IP Security Local | SPC-DfD ISW to SPC | Interacting
Core Wrapper(ISW) DfD | prog. link | SPC comm. P
Except standard Except standard
Trust test,debug wrapper, interface to SPC, Tru- Tru- Tru- Tru- Tru-
Assumptions all untrusted DfD& frame gen., sted sted sted sted sted
(eg. datapath,cntrl.) all untrusted

behavior avoids detection by IP-level validation techniques
unless there are (potentially expensive) checks to ensure
functional completeness of the instruction fetch logic to return
a fixed, golden set of instructions. Another example is the
generation of shadow load or stores by malicious decode
or memory access logic. Note that the malicious logic can
encompass hardware, firmware, and microcode. Such Trojans
can cause system-wide effect by using unauthorized DMA
requests at a high privilege level, potentially enabling writes
of system secrets by the memory subsystem. With memory-
mapped input-output, such writes can be performed on external
devices, thereby leaking system secrets.

C. Untrusted Memory Controller

A memory controller IP governs access to the system mem-
ory, which is shared by different IPs and system components of
the SoC design. With memory-mapped input-output and DMA,
the memory controller governs access to external devices as
well. An illustrative system-level Trojan in the memory con-
troller can tamper with stored values of a specific IP, e.g., an
IP governing an external temperature sensor. Tampering may
affect the temperature feedback control, causing the system to
overheat and fail. Such a scenario is very difficult to validate in
a standalone IP-trust paradigm, and the exact conditions for
exciting the malicious behavior may be difficult to exercise
during a post-silicon debug through typical validation use-
cases or spec-guided directed tests.

D. Untrusted Network-on-Chip

Another shared system resource which is heavily used by
the different IPs to communicate with each other to per-
form system-wide functions is the Network-on-Chip (NoC).
NoCs are composed of a hierarchy of routers or switches
which direct the packets of information from the source to
the intended destination. A malicious router can potentially
misdirect a highly secure packet (e.g., a security key from the
cryptographic module) to a device controller, compromising
the system’s digital signature, fuse or debug configuration, or
private end-user information.

E. Untrusted Device Controller

Device controllers control devices like USB, bluetooth, eth-
ernet, modem and other I/O components. A malicious device
controller may modify bits of device data input under certain
trigger events such as a particular authentication request (for
login) in a program on the processor, that would require an
user to input credentials. This intentional tampering may lead
to denial-of-service attacks.

V. SoC SECURITY ARCHITECTURE RESILIENT TO
UNTRUSTED IP

Our approach to ensure security assurance in the presence
of untrusted IPs is to develop fine-grained, IP-trust aware
security policies. We show how to implement these fine-
grained policies on top of a standard security architecture for
access control over security assets. In particular, we extend
E-IIPS, a microcontrolled, centralized architecture for secu-
rity policy implementation developed in previous work [6].
E-IIPS permits implementation of diverse system-level secu-
rity policies. The previous work primarily used it for protection
of system assets against attacks through high-level software
stacks and SoC to system interface. The key contribution
of this paper is to show how to adapt and extend such a
policy implementation architecture to provide a systematic,
disciplined and scalable approach for addressing the threats
of the aforementioned SoC level Trojans.

A. Trust Assumptions

Developing any security assurance requires an assumption
of which design components (and supply-chain entities) can
be trusted. Our framework assumes a trustworthy SoC design
integration house, collecting IPs from potentially untrusted
vendors. The key assumptions regarding integrity of com-
ponents interacting with a particular untrustworthy IP are
listed in Table II. In the IP, we assume that apart from the
standard (highly validated) test and debug wrappers, a Trojan
might be inserted anywhere within the internal control logic,
data-path and/or temporary storage. Furthermore, the E-IIPS
architecture [6] involves smart security wrappers on IPs to
communicate with the SPC. These wrappers are typi-
cally inserted by the corresponding IP providers, like most
test/debug wrappers. We assume that apart from the relatively
standard (in terms of high-level functional specification and
microarchitecture) frame generation logic and wrapper inter-
faces with SPC and local design-for-debug (DfD), a Trojan
might be present anywhere in the wrapper sub-units. However,
we assume no collusion among different (even potentially
malicious) IPs or components in the SoC. In other words, inter-
acting components coming from different IP design houses
may be untrustworthy, but they do not express their malicious
behaviors (if applicable) under the same system contexts.
For example, the debug macrocell local to the corresponding
untrusted IP is part of the SoC DfD framework and comes
from the provider of the debug infrastructure IP. Hence, even
if we consider the macrocell to be untrusted, as the IP design
houses operate independently in the normal SoC ecosystem,
the contexts under which they are malicious are completely
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different. Hence, in the context of this untrustworthy IP, the
local DfD unit and/or the interacting IP block is trusted as
listed in Table II.

B. Untrustworthy Security Wrappers

We first consider the case where the malicious logic
is enclosed within the security wrapper. The case of a
Trojan in the IP core functionality will be discussed in
Section V-C. The solutions for the two can be effectively com-
bined to provide the desired security. To understand the issue
of malicious wrapper, note that the event monitoring/extraction
logic in a smart security wrapper is highly susceptible to
Trojan insertion, since the events detected vary according to
IP types (thus making it difficult to catch malicious logic
through validation). A malicious event detection logic may
cause the security wrapper to not report certain security-critical
events. SPC would then be oblivious to any behavior/activity
(rogue or trusted) originating inside the IP and potentially
propagating to the system level. A Trojan may also commu-
nicate to SPC that an event has occurred inside the IP when it
has not, leading to either system failure or denial-of-service.

1) Solution Methodology: Our approach involves detection
of an untrustworthy security wrapper action by verifying it
with an on-die trusted monitor at run time as shown in
Fig. 3(a). The trusted monitor is implemented using the DfD
trace macrocell local to the IP. Note that DfD instrumentation
exists for virtually all IPs in a SoC design and incorporates
logic for detecting assertions, coverage events, and checkers
for post-silicon validation. For example, a processor trace
macrocell in a SoC design includes standard instruction and
data value/address/range comparators, condition code/status
flag match check, performance counters, event sequencers,
logical event combinations etc. for validation/debug. Utilizing
this to re-purpose debug instruments for security, SPC would
configure the DfD module for the untrustworthy IP of interest
at boot/power-up to detect some or all of the security-critical
events at run time [20]. For an event communicated by the
security wrapper (or DfD), SPC compares the other’s response
(same event, wrong event, or no event) and asserts the neces-

sary security controls. The security architect can configure the
appropriate mitigation strategy as a security policy in SPC.
As an example, SPC may obtain all policy-critical events
(of IP) from the trusted DfD module in the event of one or
multiple mismatches detected from the corresponding wrapper.
However, re-purposing DfD for security requires addressing
the following trade-offs.

« Post-silicon debug and validation are themselves critical
activities performed under highly aggressive schedules.
Re-purposing the DfD should not interfere or “compete”
with debug usages of the same hardware.

e On-chip instrumentation, and in particular the debug
communication fabric, is optimized for energy and per-
formance in debug usages. While re-purposing DfD, one
must ensure that the system power/energy profile is not
significantly disrupted.

2) Implementation Note: The SPC requires an interface with
the debug framework to configure the local DfD. Fig. 3(b)
shows how to extend a typical debug access port [23] to
achieve this. The configuration register values of the associ-
ated DfD macrocells are stored as policy arguments in SPC
(Fig. 3(b)). Standard trace macrocells typically incorporate
logic resources to detect all of the required IP events. Hence,
most of them can be configured at system boot to extract
required events at run time. To ensure noninterference with
debug usage, we transmit security data from DfD to SPC via a
separate port instead of re-purposing the debug trace port and
the trace communication fabric. This port is interfaced with
the corresponding IP security wrapper to send the event infor-
mation. The corresponding architecture is shown in Fig. 3(c).

C. Untrustworthy IP Cores

To address the issue of untrusted IPs with potentially
embedded system-level Trojans, our approach is to facili-
tate systematic development of a run-time monitoring and
protection scheme for direct or indirect effects of system-
level Trojans using fine-grained security policies implemented
through SPC. We will now extend the centralized policy
framework to facilitate this usage.
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Event Detection: Our overall approach is to identify events
that can detect anomalies in the communication between
an untrusted IP and the rest of the SoC design. Note that
there is typically no golden RTL model for third-party IPs;
nevertheless, the SoC design integration team has access to
the high-level behavior and architectural features of the IP.
For example, in case of a processor, key parameters including
number of pipeline stages and cache levels, virtual memory
parameters, etc. are available. A key observation is that these
high-level design features, coupled with common, architecture-
level rationale can be used to verify correlations between
specific temporal events across different IP sub-components,
and thereby detect potentially un-trustworthy behavior that
might originate inside the IP and affect the SoC operations.
In particular, a functionally relevant operation, meaningful and
visible to SoC components external to the IP, incorporates
specific correlated, internal events occurring across multiple
sub-units in the IP. These corresponding events are referred
to here as “Micro-architecturally Correlated Events (MCE)”.
System-level Trojans disrupt/affect the correlation between
these spatio-temporal events. Some examples are provided
below.

Example 1: For a typical in-order processor core with
5 pipeline stages, a memory sub-system request (or sim-
ply a load/store in a RISC core) would involve a typical
MCE sequence, i.e., the decode stage deciphering the instruc-
tion to be a load/store (LD/ST), the execution unit calculating
the address and consequently the memory access stage gener-
ating the appropriate memory sub-system request. An example
processor level Trojan is one inside the memory access logic
to conditionally generate a shadow LD/ST in addition to the
normal one. Here the correlation disruption is in the form of a
single active memory instruction (after decode) in instruction
window generating two data memory requests, which does
not satisfy common architecture-level assertions for a simple
RISC processor.

Example 2: A hardware Trojan in the instruction fetch stage
of a processor, triggering a branch or jump (to potentially
a malicious source) without any previous active branch/jump
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Architecture of enhanced IP-Trust aware security wrapper incorporating additional security monitors and interface trigger logic modules.

instruction or corresponding activity in the program
counter (PC) select logic is an example of not satisfying
correlation.

Example 3: In a typical memory controller architecture,
a Trojan inside the request buffer causing the earliest active
request not being served under a FIFO based scheduling policy
or a random change to row buffer based policy for a Trojan in
the arbiter/scheduler (for just a normal request; no condition
flags etc.) are examples of uncorrelated spatio-temporal events.

Example 4: A rogue router conditionally generating an addi-
tional destination address and sending the packet in addition
to the address in its active buffer also does not satisfy the
MCE typical for a router from the point of view of high-level
specification and common architecture level rationale.

The micro-architectural components required to be added,
to target this untrustworthy IP core problem are described
below.

1) IP-Trust Aware Security Monitors: For targeting con-
fidentiality (C) and integrity (I) attacks at the system level,
the payload of the Trojan in the IP would be designed by an
adversary to propagate the malicious action out of the IP. This
would invariably involve output transactions with interacting
IPs or SoC components. Detecting availability attacks is more
challenging and is dealt with later. For C/I attacks through
these untrusted IPs, we monitor high-level temporal events
across the IP sub-units that directly/indirectly affect or lead up
to these output interactions. This is done by inserting “security
monitors” inside the test/security wrapper to monitor and store
a recent history of high-level events from strategic locations
internal to the IP. An illustration of the architecture of a typical
wrapper and associated security monitors is provided in Fig. 4.
The selection of these strategic locations internal to the IP from
which the necessary “MCE” are extracted, depends on the
trade-offs between the desired range of Trojan coverage and
constraints of hardware cost as well as increased design effort.
For example, a Trojan in the control state machine of a RISC
processor may lead to easy, stealthy payload expression at
lower hardware costs from point of view of attacker, compared
to malicious insertion in the data path sub-units. Hence SoC
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TABLE III
CATEGORIZATION OF IP-TRUST AWARE EVENTS (MCE) AND POLICIES BY IP TYPES

P Ex. IPs Ex. MCE list Ex. Associated Policies
GPP, GPU, uC based Instr. fetch, decoded value, Decode preceded by corr. fetch; Fetch preceded by
Processor device and system memory req. generation, cache corr. prog. counter(PC) calc.; Mem. system access
Core controllers (USB, video, access, interrupts/exceptions, preceded by corr. decode; Main mem. access only
power management etc.) | prog. counter calculation logic on cache miss; PC jump only on corr. instr. or trap
Main memory controller | New/next access in req. buffer, Entry in req. buffer corr. to valid mem. req.;
Storage cache controller change in scheduler policy or Req. scheduled corr. to prev. valid buffer entry;
Controller flash, NVM control priority of I/O channel (DMA), Req. scheduled acc. to policy by scheduler;
logic, DMA engines bank/col/row calc. by interface DMA req. to mem. preceded by corres. uP grant
Router, switch, New/next req. in buffer, Entry in buffer corres. to valid comm. req.;
Communication bus controller, next router along which packet | Scheduled packet corres. to prev. valid buffer entry;
Fabric bus bridge sent, scheduling policy change, | Next destination chosen from current routing policy;
Unit freq. scale in bus bridge Next bus transaction selected acc. to current priority

designer may decide based on area, power constraints etc. that
security monitors would be only inserted inside the controller
logic components, thereby not including the data paths within
the Trojan coverage range.

We developed a set of high-level IP-Trust aware security
critical events or “MCE” and associated policies for broad cat-
egories of IPs. These are listed in Table III. Depending on the
degree of untrustworthiness of the IP, extent of IP and system
level validation, and the required range of Trojan coverage,
events may be added or removed from this MCE list or may
be selectively monitored via appropriate boot/run time configu-
ration by SPC. Fig. 5 illustrates some typical potential sites for
MCE extraction across IP types. For Trojans in the fetch stage
of a simple in-order pipelined processor, a typical high-level
correlation check is to verify the instruction/s fetched against
the corresponding program counter calculated in last cycle or
presence of recent asynchronous interrupts/exceptions through
status registers. For untrusted program counter logic, this may
be subject to check one cycle back to the past instruction
fetched or decoded. Note that an attacker is not likely to
insert these Trojans in multiple sub-units internal to the IP
with a view of stealthiness and/or as part of the assumption of
no collusion between trojans in sub-units. Hence, with most
of the sub-components of the IP being actually legitimate,
a malicious trigger can be detected and flagged near its origin.

2) IP-Trust Aware Interface Triggers: In our proposed
solution, the event correlation verification is necessary only
when the corresponding IP attempts to communicate with the
other SoC components through its output interface. These are
detected by additional logic “Interface Triggers” (IT), inserted
as part of the security wrapper as shown in Fig. 4(right).
On detection, the security monitors are triggered to send
their recent security-critical event logs to the SPC. The
constraints of communication bandwidth, SPC execution
resources, power/energy profiles etc. demand for a selec-
tive, configurable trigger to verify these events. Any input
IP interface in a SoC can be categorized into four types
of signals: (1) Control, e.g., command, status, valid etc.;
(2) Data; (3) Test, e.g., scan chain inputs; and 4) Global,
e.g., clock, reset etc. [24]. The SoC designer analyzes the
security criticality of the various inter-IP control and data

inputs from system/subsystem level simulation. For example,
all read/write data accesses for a processor may be critical
at boot, while during normal execution only secure address
ranges may be relevant. These conditions are configured by
SPC in the interface trigger logic at power up to select trigger
events.

Apart from these output interface triggers, the input con-
trol/data stream must also be accounted for, e.g., for a security
critical IP it is important to take into account the source of
these inputs in determining the triggers for untrusted activity
verification. It is done with a tag (e.g., a bit), which is
associated and propagated with the communicating IP inputs,
if applicable. The tag is used in the policies to select events
to trigger on and validate, and the specific security controls to
apply at the interface logic A typical list of output interface
trigger conditions for a processor core is provided in Table I'V.

3) IP-Trust Aware Security Policies: 1P-Trust aware security
policies in the SPC dictate what correlation checks should be
performed between MCEs and the applicable security controls
at the interfaces of the untrustworthy IP/s before and after the
verification of its behavior. They are programmed as firmware
in the instruction memory of the SPC policy enforcer. Exam-
ples of typical correlation checks are given in Table III. These
policies govern the security controls at the interface logic of
the corresponding wrappers to prevent system compromise.
Two obvious mitigation scenarios are the following, though
more fine-grained checks can be programmed depending on
SoC security requirements.

« Disable all interface actions until verification of the recent
MCE for intended correlation by the SPC. This prevents
system-level attacks at the potential cost of some perfor-
mance overheads, which depend on frequency of such
policy occurences, current SPC loads, communication
bottlenecks etc.

« Allow the interface activities to continue, thereby allow-
ing the IP actions to propagate to other SoC components.
At the same time, the MCE are verified for correlation.
In case of undependability detected, the system would be
halted and possibly rolled back by the SPC (if applicable),
via check points. In these cases, the relative timings of
the assertion of proactive security controls (if necessary),
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TABLE IV

REPRESENTATIVE INTERFACE TRIGGERS FOR AN

UNTRUSTWORTHY PROCESSOR CORE

troller (I/0)

Interact- Security Example o/p Int-
ing IP Critical? (Tag) erface Trigger
Memory Con- Partially If secure tag or at boot, all

(RD/WR from/to
Secure Memory)

control/data, else only RD
or WR req. to secure memory

DMA Engine Partially If secure tag or at boot, all
1/0) (only I/O from/to control/data, else only I/O
specific devices) req. to specific devices
Flash Con- Fully (Flash NA (Authenticated upgrade
troller (I) contains bootcode) only in special debug mode)
Crypto-IP(I/O) Fully All control/data at all times
DSP Accel.(I/0) No Control/data only at boot

determine the extent of impact at the system level. The
performance overheads are however negligible. Enhanced
priority is applied to such policies in SPC to reduce
chances of system compromise.

VI. USE CASE ANALYSIS

Consider the application of the framework in an illustrative
system execution scenario. In this use case, we assume that the
adversary inserts Trojans in both the wrapper and the core of
the main memory controller (MC) and designs same rare event
based trigger logic for both. The attack model is as follows:

A. Information Leakage via Malicious Shadow Store to
Memory of Specific Device

For particular load/store request to protected region of mem-
ory during specific secure critical program execution (trigger),
in the scenario of cache miss and associated eviction of dirty
cache block to memory, the Trojan in the memory interface of
the memory controller (MC) is triggered to cause a payload of
an extra shadow store operation to the memory mapped region
of device of interest to the attacker. The attacker, through
a controlled program on processor can request an output to
the corresponding device. Hence potential critical assets used
by the original secure program may be potentially extracted.
The trigger also leads to activated malicious logic in the MC
security monitors to not communicate event logs to SPC on
interface triggers.
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B. Assumptions

We assume that the attacker (e.g., memory controller (MC)
IP provider), can utilize the configured secure memory range
in the MC security wrapper to act as a trigger for the
inserted Trojans. Although other IP cores can be independently
malicious, in the context of this attack model, the memory
controller is the only IP considered untrustworthy. This follows
from the requirement the malicious IPs are collusion-free.
All accesses associated with the secure memory region are
disabled by the SPC until the corresponding microarchitecture
events are verified for intended correlation. The MC DfD trace
macrocell is utilized for untrusted security wrapper validation
by the SPC. The MC is assumed to constitute a request buffer,
access scheduler and controller-memory interface logic. Below
are the sequence of steps as illustrated in Fig. 6.

C. Flow of Operation

1) At the boot phase, the SPC configures the security
monitors (if applicable) and the interface trigger logic
of the MC security wrapper to program for example “all
accesses associated with secure portion of the memory
should be disabled until the preceding MC actions are
verified for trustworthiness”. The DfD trace macrocell
for MC are also configured for security wrapper verifi-
cation.

During normal execution, for a program executing on
the processor core, a cache miss occurs for a load-
store from/to secure memory. Associated with it is also
a cache block eviction. The processor wrapper checks
whether the memory access is allowed according to the
privilege level of the program. It passes the check and
the accesses are added to the MC request buffer.

At some point, along with the missed load-store, the
evicted store (ST) is scheduled by the MC scheduler
arbiter. The associated address value triggers the Trojan
to generate an additional shadow store to device memory
of attacker’s interest (payload). Consequently, both of
these requests would access the physical memory next.
However, the configured interface trigger controls of the
MC wrapper (by SPC policy) has disabled the controller
interface until the verification of past MC events. The
interface logic triggers the security monitors to send

2)

3)
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Fig. 6. Operation flow of the proposed solution for providing system level protection in use case scenario of Trojan in security wrapper and inside core of
main memory controller.

4)

the event logs for check to SPC. But a Trojan (same
delayed trigger) in the monitor prevents the SPC of
being notified of these events. At the same time, the
DfD trace macrocell detects the corresponding events
of 2 scheduled stores to physical memory and informs
the SPC. Receiving nothing from the security monitors,
the SPC detects the malicious MC wrapper. The SPC
commands the MC security monitors to send the event
logs for verification.

Assuming the event logs to be legitimate (which can be
verified by DfD, but not shown here), the SPC analyzes
them for satisfying a correlation according to MCE of
the memory controller IP core. Consequently, according
to rule “All read-write accesses at memory interface
must be preceded by their presence in the scheduler
and the request buffer sub-units”, the correlation failure

5)

In

is caught and the Trojan action detected. The access is
dropped.

The attacker, running a program remotely on the proces-
sor core, requests for data output from the corresponding
memory (shadow address) to the device of interest. How-
ever, with the attack thwarted by the proposed solution,
the adversary fails to extract any security critical data.

VII. OVERHEAD ANALYSIS
this section, we consider the hardware overheads incurred

by the IP-Trust aware security monitors, inserted in the
wrappers of different IP types, for varying Trojan coverage
scenarios. Due to lack of standard open-source models of
studying SoC architecture, we have developed our own SoC
model in Verilog RTL. Fig. 7 shows the key features of this
model. Although simpler than an industrial SoC design, our
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model is substantial and can be used for implementing realistic
security requirements. In particular, it includes a DLX micro-
processor core (DLX), a representative memory controller IP,
a 128b FFT engine, a 128b AES crypto core as well as a
Serial Peripheral Interface (SPI) controller. We developed an
instance of the E-IIPS framework [6] for this model; this
includes implementing security wrappers for IPs to detect
the standard set of critical events for implementing security
policies, to ensure protection against attacks via system inter-
faces and S/W stacks. In Section VI we show some of the
implemented events. We also implemented a representative
design-for-debug infrastructure, based on a simplified version
of ARM Coresight®. The framework has been functionally
validated using ModelSim for typical use cases. All analysis
for area/power was performed using 32nm technology library.

A. Security Monitor Implementations

To incorporate the proposed security monitors, we consid-
ered three IP blocks of different types, e.g., the DLX processor
core, the memory controller and the SPI controller. According
to the methodology described in Section V for untrusted
IP cores, security monitors are inserted in their wrappers at
varying spatio-temporal granularities, for verifying different
Trojan coverage scenarios. Table V lists the Trojan logic
(in terms of their effect/payload), against which protection is
ensured by these monitors and the necessary IP-Trust aware
security policies in the SPC. Interface trigger logic is also
incorporated within the wrappers. For event communication to
SPC, a separate, frame-based interface is incorporated in the
IP wrappers to avoid contention between the two traffic types.
Note that it is infeasible for the SPC to perform complete
emulation of the high-level, intended IP operation. Hence
monitors must be placed at intermediate strategic locations
in the IP as discussed in Section V, to enhance efficiency
of Trojan coverage. In scenario I of DLX Trojan coverage,
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monitors are placed at input of fetch, output of decode,
and output of memory access stage, whereas in scenario
II, monitors are additionally inserted at ALU outputs and
write-back outputs. In the latter scenario, a malicious logic
triggering a branch/jump for a particular unsatisfied condition
(which implies there should be no branch/jump under normal
operation) is detected using the ALU monitor. Similarly for
the memory controller (MC) in scenario I, monitors at output
of request buffer as well as scheduler can detect any mali-
cious activity in scheduler hardware or firmware. Additionally,
storing the memory requests arriving at the input interface of
MC allows one to detect Trojans in the buffer (scenario II).

B. Results

The estimated area and power overheads for the inserted
security monitors and interface triggers in the three scenarios
of Trojan coverage for the processor core are shown in
Table VI. We note that the overhead is calculated here with
respect to the base design of DLX core with a standard secu-
rity wrapper. The overhead varies between a relatively small
(6% to 11%) across the coverage scenarios. Besides, increasing
the additional frame interface width to 256 bits from 32 bits
to transfer simultaneously the 8 temporal event logs stored in
each monitor (8 chosen according to design details) incurs
minimal additional overhead. In addition, a point to also
highlight is that for significantly increased Trojan coverage
from scenario II to III, the corresponding increase in hardware
overhead is minimal. This signifies that one could potentially
gain high run time security against an untrusted IP at minimal
hardware cost.

Similarly, the incurred hardware overheads for the memory
controller and the SPI controller are listed in Table VII.
For the memory controller, a 4KB register-based functional
memory is added to the base memory controller to calculate
the security monitor overheads. Although for small IP designs
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TABLE V

DIFFERENT SCENARIOS OF TROJAN (REPRESENTED BY PAYLOAD) COVERAGE BY INSERTION
OF SECURITY MONITORS IN THREE IP CORES OF OUR FRAMEWORK
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Sec. Monitor Ex. Processor

Ex. Mem. Con-

Ex. SPI Con-

WB stage perturbs ALU res./WB
val., ALU perform wrong calc.

buffer, error in bank/
row/col calc. at interface

Coverage Trojan (Pay- troller Trojan (Pay- troller Trojan (Pay-
Scenarios load) Coverage load) Coverage load) Coverage
Addl. shadow (or hide) LD/ST Drop/Fabricate mem. error in serial clk
Scenario I by mem/ALU stage, wrong PC req. by scheduler, gen. logic, wrong
select logic, erroneous decode, wrong next req. select counter op. for
wrong WB op. calc./propagate from policy (e.g. FIFO) external bit Tx/Rx
All Prev. + PC jump/branch All Prev. + drop/ All Prev. 4 data
Scenario 1I calc. w/o corres. inst., mem./ fabricate req. by tamper at Tx/Rx

shift, data latch
at incorrect times

All Prev. 4+ cache sub-system
altering mem. req. data/addr.
wrong prog. branch T/NT

Scenario 11T

NA

NA

TABLE VI

AREA & POWER OVERHEAD OF SECURITY MONITORS IN PROCESSOR IP (ORIG. AREA AND POWER
WITH 1 KB INST., DATA MEMORY AT 32 nm - 352405 ,umz, 12.56 mW)

Different Security Die Area Power (Active + Leakage)
Monitor Scenarios | Overhead (%) Overhead (%)
Case I (32 b o/p) 6.68 6.92
Case I (256 b o/p) 7.17 7.32
Case 1I 10.44 10.82
Case 111 11.68 11.62
TABLE VII

AREA & POWER OVERHEAD OF SECURITY MONITORS IN MEMORY CONTROLLER (MC) IP AND SPI CONTROLLER IP (ORIG. AREA
AND POWER OF MC AND SPI WITH WRAPPERS AT 32 nm - 629433 ,umz, 13.81 mW;; 5456 ymz, 0.298 mW)

Different Memory Controller SPI Controller
Monitor Area Pwr. (Active+Leak) Area Pwr. (Active+Leak)
Scenarios | Ovrhd.(%) Ovrhd.(%) Ovrhd.(%) Ovrhd.(%)
Case 1 10.77 14.04 29.08 19.12
Case 11 11.16 18.53 101.88 66.77
TABLE VIII

DIE AREA OVERHEAD (OVH) OF SECURITY MONITORS (SMS) WITH MAXIMUM TROJAN COVERAGE WRT.
TO OUR SoC FRAMEWORK (AREA - 13.1X106), APPLE A5 APL2498 (AREA - 69.6X106),

INTEL ATOM Z2520 (AREA - 40.2X10°),

ALL AT 32 nm PROCESS TECHNOLOGY

IP Core OVH(%)wrt model | OVH(%)wrt A5 | OVH(%)wrt Atom
Processor 0.31 0.059 0.1
Memory Controller 0.543 0.103 0.175
SPI Controller 0.043 0.008 0.014

the area/power overhead could be significant with respect to
the base (e.g., in scenario II of SPI controller), the overhead
with respect to the full SoC die is insignificant for all IPs,
as shown in Table VIII. Along with our representative SoC
model, two commercial SoCs, manufactured at 32 nm, are
also taken into consideration to calculate these approximate
overheads. Note that the increase in the SPC overhead with
respect to its base value, due to incorporation of additional
IP interfaces for event logs, control signals and IP-trust aware
policies as firmware in instruction memory, has not been taken
into account in this work. However, from the sample values

in Table VIII, we believe that even after incorporation of SPC
overheads, the H/W overhead of this proposed architecture
would be minimal with respect to the full SoC die. Perhaps
more generally, our experiments show the design parameters
and trade-offs that a security architect must analyze to deploy
this framework in an industrial SoC design environment.

VIII. RELATED WORK

There has been significant previous work on understand-
ing, detecting, and mitigating threats arising from Hardware
Trojans [4], [5], [25]-[29]. This includes characterization of
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Trojans based on design and activation characteristics, e.g.,
time-bombs, combinational event triggers, etc. Most test-
ing methods have been aimed at static trust validation of
IP cores [3], [4], [25], [30]. These approaches include the
detection of suspicious nets, nodes, regions or unused circuits,
and generation of optimized targeted test sets. Although effec-
tive on specific instances, these approaches have significant
false negatives/positives based on chosen test set, threshold
parameters, design type etc. The efficiency of these tech-
niques with respect to test time and Trojan coverage reduce
with increasing sizes of modern designs. Formal verification
techniques have also been used for trust validation on small
designs [30], [31], but are difficult to scale to industrial
designs consisting of hundreds of IPs. There are also recent
reports on use of run-time monitors for detecting hardware
Trojans [24], [32], but they have been specifically designed
for microprocessor cores and are not applicable for arbitrary
IPs interacting with other components in a SoC design.
Furthermore, these approaches do not address online mitiga-
tion of detected threats in a platform. Some approaches have
been studied to harden or strengthen IP designs against hard-
ware Trojan insertions [33]-[35], but they are complementary
to this work.

IX. CONCLUSION

We have presented, for the first time to our knowledge,
a comprehensive analysis of trust issues at the SoC level
caused by untrusted IP blocks. We have also presented a novel
architecture-level solution to achieve trusted SoC operation
with untrusted IPs. With growing reliance on third-party
IP blocks during the SoC design process, untrusted IPs are
rapidly becoming major security concerns for SoC manufac-
turers. Design-time IP trust verification approaches proposed
in the literature to date, fail to provide high confidence in
identifying malicious implants of all forms and types, as
well as possible exploits of apparently benign design arti-
facts, such as the design-for-test infrastructure. The proposed
architecture provides a low-cost and robust run-time defense
against untrusted IPs. The architecture employs fine-grained
IP Trust aware security policies to detect and prevent malicious
operation of an untrusted IP at the system level. It builds
system trust by considering trustworthiness of a minimal set
of standard components (e.g. design-for-debug structure and a
security policy checker), which are suitable for comprehensive
trust verification. The proposed architecture is evaluated over
diverse use-cases obtained from industry, which proves its
effectiveness for representative SoC designs. It is applicable,
in general, to various types of SoC designs and is scalable
to large complex SoCs with an arbitrary number of IPs.
Future work will involve further evaluation of the proposed
architecture with diverse SoC designs and automatic synthesis
of the security policies.
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